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Te classifcation process of MRI (magnetic resonance imaging) is frequently used for making medical diagnoses for conditions
including pituitary, glioma, meningioma, and no tumor. For this reason, determining the type of MRI and its quantity are signifcant
and valuablemeasurements that reveal the brain’s state of health. To segment and classify brain analysis, laboratory personnel employ
manual examination via screen; this requires a lot of labour and time. On the other hand, the devices used by specialists are not
practical or inexpensive for every doctor or institution. In recent years, a variety of computational algorithms for segmentation and
classifcation have been developed with improved results to get around the issue. Artifcial neural networks (ANNs) have the
capability and promise to classify in this regard. Te purpose of this paper is to create and put into practice a system for classifying
diferent types of MRI images of brain tumor samples. As a result, this paper concentrated on the tasks of segmentation, feature
extraction, classifer building, and classifcation into four categories using various machine learning algorithms. Te authors used
VGG-16, ResNet-50, and AlexNet models based on the transfer learning algorithm for threemodels to classify images as an ensemble
model. As a result, MRI brain tumor segmentation is more precise because each spatial feature point can now refer to all other
contextual data. In the specifcs, our models outperformed every other published modern ensemble model in the ofcial deep
learning challenge without any postprocessing. Te ensemble model achieved an accuracy of 99.16%, a sensitivity of 98.47%,
a specifcity of 98.57%, a precision of 98.74%, a recall of 98.49%, and an F1-score of 98.18%. Tese results signifcantly surpass the
accuracy of other methods such as Naive Bayes, decision tree classifer, random forest, and DNN models.

1. Introduction

In the era of electronic health records and information
technology, health experts will give people excellent medical
care [1]. Tis study examines the challenges associated with
segmenting and managing dysfunctional normal tissues,
such as brain tissues including GM (grey matter), detecting
WM (white matter), and CSF (controlling cerebrospinal
fuid) using magnetic resonance (MR) imaging techniques
and images. It utilizes a support vector machine learning
algorithm and a feature extraction which is a preprocessing
technique for analysis [2–4]. Tis type of tumor is charac-
terized as an aberrant and uncontrolled proliferation of

cancer cells or an expanding lattice [5]. A brain tumor is
defned by the excessive and uncontrolled growth of can-
cerous or malignant cells. Brain tumors may be categorized
into two types: benign neoplasms and malignant neoplasms
[6]. Benign brain tumors in patients are characterized by
a uniform structure and the absence of active malignancy
cells. Malignant brain tumors in patients exhibit structural
heterogeneity, including many types of actively proliferating
cancer cells. Gliomas and meningiomas are examples of
benign tumors, which are characterized by low-grade
growth and development [7].

Glioblastoma and astrocytoma are both high-grade
growth tumors that are classed as malignant tumors [8].
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Te World Health Organization (WHO) and the American
Brain Tumor Association (ABTA) adopt a widely established
categorization method that distinguishes distinct kinds of
benign development and malignant tumor growth using
grade I and grade IV scales [9]. Benign malignancies are
classifed as phases below grade I and grade II glioma de-
velopment on this scale. Diferent types of malignant tumor
growth are classifed below grade III growth and are rated as
IV glioma growth.

Tumors classifed as grade I and II exhibit contrasting
growth rates, with grade I tumors characterized by sluggish
growth and grade II tumors characterized by fast growth [10].
If a low-grade brain tumor is left untreated, it will advance to
a high-grade brain tumor, ultimately developing into a ma-
lignant type characterized by irregular and uncontrolled
development. Patients diagnosed with various types of grade
II gliomas may need regular monitoring by magnetic reso-
nance imaging (MRI) or computer tomography (CTscans) at
intervals of 6 to 12months [11]. Brain tumors may impact
individuals of all ages, and the specifc consequences on the
body might difer across individuals. Gliomas, which are
benign tumors characterized as low-grade (I and II) and
uncontrolled growth, can be cured through complete surgical
intervention. On the other hand, malignant brain tumors of
grades III and IV require various forms of radiotherapy,
chemotherapy, or a combination of both treatments [12].

Te term malignant glioma encompasses both type III
and IV glioma, which are also referred to as anaplastic
astrocytoma. Anaplastic astrocytoma is a tumor of in-
termediate grade that exhibits irregular or unusual devel-
opment characteristics and has a greater proliferation rate
compared to typical low-grade cancers [13]. Glioblastoma is
the most perilous kind of astrocytoma seen in individuals,
and it is classifed as the highest-grade glioma within this
group. Glioblastoma is characterized by aberrant and un-
regulated angiogenesis, resulting in the rapid development
of various blood vessels, as well as the presence of un-
controlled necrosis around the tumor segment in the patient
[14]. Glioblastoma, a grade IV tumor, is an aggressive and
deadly kind of tumor that grows rapidly and spreads easily.
Unlike other tumor groups, it may be detected using various
medical imaging techniques via the process of segmentation,
which helps identify contaminated tumor tissues [15].
Classifcation is a process that involves dividing an image
into distinct blocks based on shared characteristics, such as
colour, form, growth, structure, contrast, brightness, de-
velopment, border, and grey level in the patients [16]. Tis is
a notable advancement in the image processing procedure.
Te process of distinguishing various types of tumor tissues,
such as edema and necrotic cell formation, from normal
brain tissues and healthy tumors, is referred to as brain
tumor segmentation. Tis involves categorizing the diferent
developmental stages of white matter (WM), grey matter
(GM), and CSF using MR images or other imaging tech-
niques [17].Te study in [18] addresses the inefciencies and
error-prone nature of manual brain tumor diagnoses, which
rely heavily on the variable expertise of radiologists. Te
authors propose an automated method using deep learning

to enhance the speed and accuracy of tumor detection from
MRI images. Teir methodology begins with preprocessing
the images to improve visual quality, followed by employing
a deep learning model trained to categorize brain images
based on tumor presence and type. Tis approach not only
aims to minimize human error by automating diagnosis but
also enhances scalability, making it feasible for handling
large datasets in extensive health monitoring systems. In
[19], it is based on deep feature mining of high-quality
regions in MRI images, where they increase the recogni-
tion accuracy of the tumor in the diagnostic stage. Te
complexity and variability in size, shape, and appearance of
brain tumors call for patient-specifc treatment plans [20].
Te authors believe that the manual detection of the brain
tumor inside the human body is an error-prone, inefcient
activity. Tis method highly depends on the expertise of
radiologists. In this work, they try to make an advanced
automated classifcation system using deep learning that
attempts to overcome the drawbacks through performance
better than the existing one, which could be achieved due to
the efect of the use of enhanced image processing technique
and data augmentation. Tis, in turn, would allow the
possibility of fner determination of location for classifca-
tion of the tumor and hence would ofer a new standard of
accuracy for MRI imaging in the diagnosis of brain tumors.

Tis paper stands as one of the very important mile-
stones in the domain of medical imaging because it presents
an ensemble model for MRI brain tumor segmentation that
increases the efciency of segmentation and provides more
accurate results. Pooling spatial and contextual features
generally performs better than traditional approaches in
segmentation for more accurate results. Te automations by
the system, therefore, reduce handling manually and further
accelerate the diagnostic process, which, in this situation,
“fast” means everything for “time” in medical conditions.
Another big advantage is in terms of cost-efectiveness,
which enables many more underresourced facilities
worldwide to take advantage of the technology, therefore not
being overly dependent on manual examinations and special
hardware. Tat kind of bold application of transfer learning,
for instance, the adoption of established models such as
VGG-16, ResNet-50, and AlexNet, is pointing to a very bold
approach to medical imaging. Te strategy in general sense
tends to boost up the generalization and performance of the
model without overly customization of the same to the
particular dataset. Tese models have, in the end, set
benchmarks above other state-of-the-art methods in a cer-
tain deep learning challenge, hence ensuring their practical
efcacy in real-world applications without further post-
processing. Tis is very essential, bearing in mind that it will
contribute efectively to the enhancement and improvement
of the boosting of medical diagnostics reliability, especially
in the detection of brain tumors from MRI images. Te
paper is organized starting with an introduction in frst
section, followed by a background and literature review in
second section. It then progresses into the methodology
section in third part, continues with the results, and con-
cludes with the conclusion.
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2. Comprehensive Theoretical Foundations

2.1. Finding and Identifcation of Brain Tumor in MRI
Imaging. MRI images of the brain are processed with
a median flter, and morphological segmentation and tumor
extraction methods are used to look at brain tissue [15]. Tis
method works well to get a clear MRI image of the growth.
Tis article talks about how a neural algorithm can be used to
fnd the tumor area in brain images taken by magnetic
resonance imaging (MRI). Te captured image is then used
with the grey-level co-occurrencematrix (GLCM)method to
fgure out the features. Neural networks and segmentation
systems are used to fnd tumors. Magnetic resonance im-
aging (MRI) and patient-controlled analgesia (PCA) are
both used to get useful knowledge and features. Te best rate
of discovery is about 96.8%, and the normal rate is about
88.3%. Rajesh and his colleagues suggested using a probiotic
neural network (PNN) to sort MRI data into groups that
would help us see brain tumors better [21–23]. PNN suggests
that the process of giving brain tumor names should be done
with more care and sensitivity. Sushmita and Lalit created an
unsupervised learning system to look at positron emission
tomography (PET) images of people’s brains [24]. MRI
images are thresholded, denoised, and tumor separated
before they are analyzed [25]. Te GLCM method, which is
commonly used in image processing, is used to fnd and keep
the brain’s structure. A brain system called the self-
organizing system (SOM) is also formed, determined, and
then mapped using this method.

2.2. Brain Tumor Types. When the rate of cell division goes
up without the rate of neural cell death going down, one gets
tumors. Brain growth can have serious efects on the whole
body, even the head, and can cause many health issues. Every
day, the number of people with brain tumors keeps going up
[23]. Brain tumors, like all other medical problems, need to
be found quickly to be treated properly. Te magnetic
resonance imaging (MRI) method is also used to fnd brain
cancers early on. Magnetic resonance imaging, or MRI, is
a safe medical process that does not involve giving the
patient any drugs. It also uses very little radiation and does
not subject the patient to any kind of radiation. Axial,
coronal, and sagittal image patterns are all part of a normal
MRI scan. Tree types of images can be used together with
MRI to get more detailed information about the tumor’s
shape, tissue makeup, and thickness [26]. Tree diferent
ways can be used to do three-dimensional phase MRI scans.
Using the single-sequence MR imaging method for 3D brain
MRI scans might not be able to tell the diference between
these two types of tumors in living tissue.Tere are two types
of magnetic resonance imaging (MRI) sequences: T1-
weighted and T2-weighted. It is possible to fnd brain
cancers that have spread into cerebrospinal fuid using T1-
weighted MRI. T2-weighted MR imaging uses contrast to
easily see the opposite side’s disease, which is important.
Nearby brain tumors can be found. Tat is why tumors are
given names that describe the type of cell they are made of.
Tumors are most often found in the brain and pituitary
gland. Te brain and spinal cord are the main parts of the

nervous system that are afected by glioma. Gliomas start in
the brain cells that support nerve cells. Te brain tumor
grows in the dura mater, which is the tissue that covers the
brain. It starts in the dura mater. One of the most common
types of brain tumors in people is this one. About 15 to 20
percent of the time, brain tumors are found [23]. A pituitary
tumor grows in the pituitary gland, which controls other
glands’ functions and keeps hormones in balance. It also
afects part of the menstrual cycle. When T1-weighted MRI
is used to tell the diference between groups of brain tumors,
it can be inefective and lead to wrong diagnoses [27]. Deep
learning (DL) and image recognition algorithms are now
used in new MRI computer diagnosis tools to cut down on
time and mistakes. Te method for recognizing objects is
a form of AI called “deep learning,” which makes use of
multilayer neural networks. Deep learning can learn from
the same kinds of data as machine learning algorithms, like
text, images, andmovies [26]. It can also learn from data that
are used in more standard ways. It is important to keep in
mind, though, that these methods have very diferent ways of
fxing problems.Te study’s goal is to create a web-based app
that uses a correct T1 MRI scan to correctly group glioma,
meningioma, and pituitary limbs by using deep learning
methods.Tanks to the creation of web-based tools, it is now
easy for doctors and health scientists to fnd brain tumors.
Often, this web-based software can help doctors fgure out
what kind of brain tumor a person has by putting it into
groups like glioma, meningioma, and pituitary tumors. Te
test results show that all the factors that were measured can
accurately tell the diference between the diferent types of
brain tumors in the training dataset. All of the measures,
except for sensitivity and major or comorbid complications
(MCCs) for meningioma, had scores of 91% or higher. Tis
model uses a convolutional neural network (CNN) to
correctly fnd diferent kinds of brain tumors [28, 29] during
the testing and planning stages. Currently, the CNN is
carrying out a novel research study through which it aims to
diagnose brain cancer by using standard MRI scans. Tis
research study plans to bring a major improvement in di-
agnostic accuracy by using modern imaging methods and
artifcial intelligence. Deep learning methods were used in
this study to look at 3400 T1-weighted scans of the same
people. As a result, the images were put into 233 diferent
designs, 3000 of which were unique. Te improved method
gives an average accuracy of 96.14% and 98.8%when used on
two diferent datasets. In [30], the research was centered on
bolstering assistance for young pediatric brain tumor sur-
vivors. Its primary objective was to identify key issues and
enhance available resources for these individuals, drawing
insights from an online survey. Although specifc fndings
from the study are not explicitly mentioned here, the
overarching aim involved comprehending the needs of these
survivors and devising strategies to facilitate their re-
integration into daily life posttreatment. Notably, the study
underscored the signifcance of furnishing pertinent in-
formation and support to aid in educational and vocational
decisions, recognizing the distinctive hurdles encountered
by this demographic in their posttreatment journey. In [31],
the authors proposed a radiogenomic classifcation method
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for predicting the methylation status of the MGMT pro-
moter using multiomics fused feature space. Te approach
aims to facilitate the least invasive diagnosis of this status
through mpMRI scans. Te research, published in Scientifc
Reports, presents a novel method that integrates radiomics
and genomics data to improve diagnostic accuracy and
reduce the need for invasive procedures in identifying
MGMT promoter methylation status. In [32], the authors
introduced an intelligent ultra-light deep learning model
designed for the detection of multiclass brain tumors. Te
proposed model is aimed at enhancing the efciency and
accuracy of brain tumor detection processes. Published in
Applied Sciences, the study presents a novel approach
leveraging deep learning techniques to classify diferent
types of brain tumors. Tis model holds promise for im-
proving diagnostic procedures and ultimately aiding in the
early detection and treatment of brain tumors. Te study
focuses on leveraging convolutional neural networks
(CNNs) for the accurate classifcation of brain tumor types
based on MRI images. Te research involves tasks such as
feature extraction, data augmentation, and training of the
CNN model. By employing deep learning techniques, the
proposed approach aims to enhance the classifcation ac-
curacy of brain tumors, which is crucial for efective di-
agnosis and treatment planning [33].

2.3. Method for Detection. A review of real-world studies
shows that being able to easily fnd brain tumors is very im-
portant when lives are at risk [23, 34]. Figure 1 shows a useful
way to fnd brain tumors. It starts with getting an image and
then moves on to preparation, extraction, and segmentation.
Using a machine learning program to identify features and
classify them is a popular way to fnd cancer in MRI images.

Te dataset used in the study [31] for the task of radi-
ogenomic classifcation in predicting MGMT promoter
methylation is at times hard to be availed and has also turned
to be cumbersome due to restrictions encountered with
source websites. Tis implies that the experiment of this
study might have utilized the 2021 RSNA Brain Tumor
Challenge dataset (BraTS-2021) since it consists of multi-
parametric MRI (mpMRI) imaging, which includes fuid-
attenuated inversion recovery (FLAIR), T1-weighted, T1-
weighted with contrast enhancement, and T2-weighted
images. For this reason, this dataset is broadly used in the
feld to develop and test models related to brain tumor
segmentation and classifcation, including those tied to
radiogenomic classifcations. In [29], the study was con-
ducted on fuid-attenuated inversion recovery (FLAIR) MRI
brain images to develop an automated segmentation system.
Te dataset might contain MRI scans with both a tumor core
and edema, segmented by superpixels, based on the ex-
tremely randomized trees for the classifcation algorithm.
Tese datasets were very important for the development and
validation of algorithms, aiming at the identifcation and
delimitation of the abnormal cerebral tissue associated with
the neoplasm. In [13], the empirical evaluation used three
datasets, each presenting its own challenges and opportu-
nities for insights. Te frst was a Digital Imaging and
Communications in Medicine (DICOM) series of 22 images

showing tissues with tumors but lacked corresponding
validation ground truth images. Te second, provided by
BrainWeb, featured sets of fully simulated 3D brain MR
images from various imaging sequences, with emphasis on
13 out of 44 T2-weighted images characterized by 1mm slice
thickness, 3% noise, and 20% intensity nonuniformity. Te
fnal dataset, compiled from expert radiologists, included
a comprehensive collection of 135 images across all mo-
dalities from 15 patients, enhanced with ground truth im-
ages to allow direct comparison between the automated
algorithm and expert manual analysis. Tis range of datasets
ensured comprehensive validation of the algorithm, from
simulated settings to real-world clinical scenarios.

2.3.1. Image Acquisition Stage for MRI. In the frst step, MRI
images of the brain are collected.Tese images are also used as
data for the system’s editing step [24]. During this step,
examples of diferent kinds of images are gathered to make
sure they are useful. It is promised that performancemeasures
will be managed after the image capture and development
phase [35]. A magnetic resonance (MR) study of a healthy
brain is shown in Figure 2. All of the images show that there is
no growth. Te dataset of actual images from Hiwa Cancer
Hospital in Sulaymaniyah is divided into four main cate-
gories: pituitary, glioma,meningioma, and nontumorous, and
a total of 3,650 images are used in this paper.

2.3.2. Preprocessing. Preprocessing makes an image more
useful by making some of its parts better before it goes
through more processing [26]. Te following steps are taken
before the MRI images are processed: MRI images are not
coloured images, rather they are grey-level images, and
Figure 3(a) shows the frst step of normalization. After that,
a median flter is used on the image. Look at Figure 3(b). A
flter was used to get rid of the noise so that a more in-depth
study could be done. Figure 3(c) shows the Canny edge
recognition method. For image segmentation, it needs an
image that has been edited to fnd edges. In Figure 3(a), the
input image from the database contains blare and artifacts.
Figure 3(b) shows the input image after being fltered with
a median flter before image conversion. In Figure 3(c), the
image is converted to a greyscale shadow image for further
processing. Figure 3(d) demonstrates the enhanced image
quality, ensuring accurate segmentation. In Figure 3(e), the
image is segmented using a template-based K-means algo-
rithm. Finally, in Figure 3(f), the tumor is detected from the
segmented image and marked in red [26]. Tere is a certain
image in the basin division result diagram where all the items
and tools are given diferent numbers on a set scale.Te pixels
in the frst object are given the value of 1, while the pixels in
the second object and all the ones that come after it are given
the value of 30. Figure 3 is an image that shows diferent ways
that MR scans of the brain have been prepared for analysis.

2.3.3. Feature Extraction. When a program takes in a lot of
data and boils it down to a small set of features, this is called
“reducing to a feature vector” [36, 37]. Te process of
turning data into a set of features is called feature extraction.

4 Applied Computational Intelligence and Soft Computing

 4795, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1155/2024/6615468 by Shahab K

areem
 - R

eadcube (L
abtiva Inc.) , W

iley O
nline L

ibrary on [27/09/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Te method used for tissue segmentation is to pull out the
forms of the tissue’s features, which are then shown in the
segmented MR image [38]. To get rid of these unique traits,
the GLCM method works very consistently and quickly
[39, 40], GLCM tools are very good at fguring out how to
separate textures. Because they can use fewer grey levels,
which leads to better total classifcation, they are widely used

for growth and identifcation [38]. Grey level and co-
occurrence (GLC) measurement features are used to tell
the diference between normal and abnormal behaviour [41].
Te layout gives details about how things are arranged on the
ground. When it comes to classifying images, using spatial
information with the grey colour is more important. Grey-
level co-occurrence matrix (GLCM) quantifes texture in an
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Figure 1: Usable method for brain tumor detection in MRI imaging.

Figure 2: Brain MR image (samples) [24].
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Figure 3: Stages in preprocessing of MRI images: (a) original image, (b) fltered image, (c) shadow image, (d) enhanced image,
(e) segmented image, and (f) detected image [26].
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image when comparing a pair of pixels having some values
(grey levels) at a given spatial orientation. Tis, therefore,
helps in identifying the distribution and relationship that
does exist between the neighboring pixels, hence aiding an
easier way of analyzing the texture of an image. In medical
imaging, such as MRI, GLCM is useful in studying the
texture patterns; this greatly helps to diferentiate between
healthy tissue and diseased tissue. Tis is because diferent
tissues and pathological conditions have unique texture
characteristics. Principal component analysis (PCA) is
a statistical procedure to convert a set of observations that
possibly show correlation between variables to a set of values
of linearly uncorrelated variables. Variance scaling fnds
wide use in image processing and other sections of data
analysis to underline variation and bring out strong patterns
in the dataset. PCA retains most of the original variability in
data; it only reduces the dimension of the data so that it
could be easily understood and visualized. In this context,
PCA is applied to bring down data complexity, enabling an
easy location of important features in, for example, MRI
images. Self-organizing map (SOM) is a computational
technique used in the visualization and interpretation of
high-dimensional data. SOM uses artifcial neural networks
to reduce the high dimension of data to a small dimension,
so it gives a greatly simplifed two-dimensional represen-
tation from many complex patterns. One domain area of
image processing that SOM fnds use in is pattern recog-
nition. Te third one is in fnding features within images,
and the last one is clustering similar images. For example,
the SOM will help to classify the diferent kinds of tissue or
clusters of cells according to characteristics for the diagnosis
or analysis of the diferent diseases in medical imagining.

2.3.4. Classifcation. Multilayer perceptron (MLP) and Naive
Bayes (NB) methods are sometimes used to recognize pat-
terns in brain images [42], which help people learn and make
it easier for them to make decisions. For this method to work,
we need to build an artifcial neural network (ANN) [43] with
many layers that are in charge of connecting inputs to an
output variable. After that, the output variable is fed into one
or more lower stages until the right answer is found. Tere is
a fring process for each cell in the MLP [44]. A feedback loop
is not a feedforward loop because it does not have any return
[38]. Achievement goals that are in line with real results lead
to learning, which improves bond skills [45]. Because of bad
reviews, this method is made fun of by calling it “backward
pathogenesis.” Te objective is to lower the total weights as
much as possible to lower the mistake rate for each edge.
Figure 4 shows the preprocessed image, which is the result of
all the steps that were given. Te image that was segmented
with k-means is shown in Figure 4(a), and the image that was
segmented with c-means is shown in Figure 4(b). Te image
with hard lines is shown in Figure 4(c), and the image with
features taken out is shown in Figure 4(d).

3. Method

Te researchers in this study apply the steps presented in
Figure 5 to separate brain tumors and pull out their features.
Tis process has several steps, such as preprocessing, image
segmentation, morphological image processing (which in-
cludes erosion and dilation), brain tumor feature extraction
(which includes structure, spatial features, momentary
changes, simultaneous matrix, contrast, homogeneity, en-
tropy, energy, correlation, colour moments, and intensity
characteristics), and classifcation types.

To make a collection, a short program was created. A
Microsoft Excel fle is used to store the data for each shape,
along with numbers and layer traits. As a result, a list of 22
traits is made, which are fed into the classifcation methods.

A new set of data called feature vectors is made by
pulling out important features from MRI images of brain
tumors. Next, a method called a classifer is used to turn the
feature vector into a set of classes. Making classifcation
models from a set of data in a planned way is what a clas-
sifcation strategy is. Tis study looks at transfer learning as
a group method, focused on the decision tree (DT), con-
volutional neural network (CNN), and random forest (RF)
classifcation methods in particular. Tese methods are used
to sort brain tumors into diferent groups, as seen in Fig-
ure 6. Each approach uses a learning method to fnd the
model that best matches the link between the set of features
and the raw data’s class name. In Figure 6, one can see how
the sorting method works.

3.1. Convolutional Neural Network (CNN). Nineteen layers
make up the 1D CNN model. Tere are four convolution
layers, two removal layers with a drop rate of 0.5, and two
fully linked layers. Researchers use cross-validation to make
certain model factors better, like the number of complexity
levels, flters, and epochs.

Table 1 shows the CNN layers and presents what they do.
By adding a 13th layer to the CNN model, the regional and
local feature map can be recovered using 10 flters on a single
convolution layer. Edges, such as straight and wavy lines,
and other features in the raw information are found by
flters. To utilize MRI images with a 1D convolutional neural
network (CNN), the process includes preprocessing the
images to normalize pixel values and reduce noise,
extracting crucial features like edges and textures, and then
fattening the images into a one-dimensional format. Tis
transformation allows the features to be input into the CNN,
which consists of convolutional, pooling, and dense layers
for extracting patterns, reducing dimensionality, and per-
forming classifcation tasks. Te model is then optimized
and validated to ensure it achieves high accuracy and per-
formance, making this approach suitable for environments
where computational resources are limited or rapid pro-
cessing is required.

6 Applied Computational Intelligence and Soft Computing
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An automated machine learning system has four pri-
mary components: input data, preprocessing, feature ex-
traction, and classifer. Tis format is sufciently equitable
for the categorization of brain tumors using MRI. Figure 7
displays the suggested methodology for classifying brain
tumors inMRI scans in this research. Below is the structured

framework for design with provided details, with the ob-
jective to design a 1D convolutional neural network (CNN)
model structure that classifes the MRI image into its re-
spective categories. Tis model follows a series of pre-
processing, convolution, and fully connected layers with an
objective of making sure efective processing and

(a) (b) (c)

(d) (e)

Figure 4: Classifcation for diferent MRIs: (a) original image, (b) by k-means segmentation, (c) by fuzzy c-means segmentation, (d) clear
border, and (e) feature extracted image.

Input Image

Pre-Processing (Image Enhancement)

Image Segmentation
Threshold Operation

Binary Image

Morphological Opening

Brain Tumor Extraction
Scanning Algorithm

Figure 5: Proposed step of segmenting brain tumor.
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classifcation from MRI data preprocessed from initial CSV
fle inputs. Te workfow starts from the image acquired
from MRI, which gets pushed into the system. Further
preprocessing includes standardization of the images and
noise reduction. Tis step is of utmost importance in the
aspect of preparing the images for efective feature extrac-
tion, considering the variability in MRI imaging conditions.
Te 1D CNN model contains diferent convolution stages
(depicted by red bars in Figure 7). Tese are the layers of
convolution that help in the acquisition of fne details re-
quired for proper classifcation. After these, the fully con-
nected layers (green) include the features found in the stages
of convolution. Tis is a very important layer since it syn-
thesizes data into the shape of data that is actually going to be
used by the classifer. Highlighted in the transition from
convolutional to fully connected layers is a funneling of
information from broad feature detection to specifc output
determination. Final classifcation in 4 well-defned classes
shows how the model can be able to classify MRI fndings in
potentially very diferent medical diagnostic classes.

3.2. Transfer Learning. Transfer learning (TL) is a type of
machine learning that leverages knowledge gained from
solving one problem and applies it to a diferent but related
problem. Recent years have seen the creation of many

transfer learning methods that use deep neural networks.
Tese have been successfully used in computer vision, re-
inforcement learning, and natural language processing
[46, 47]. Te authors look into how to use transfer learning
to classify the MRI into diferent groups by fne-tuning
several deep convolutional neural network (CNN) designs
that were learned on the datasets. Due to the smaller amount
of the dataset used compared toMobileNet, transfer learning
works well in this case. Features taken frommodels that have
already been trained are sent to an eight-output unit through
a fully linked layer. By fne-tuning the feature generator, we
can use what we already know about new and specifc
features from looking at MRI images. Tis method makes
the whole training process easier and faster than starting
from scratch and training the model that way [48]. Te
combination model in Figure 8 is made up of three transfer
learning models: VGG-16, ResNet-50, and AlexNet. Te
ImageNet collection was used to train the model. In a net-
work model, there are layers of integration, layers of
complexity, and layers of fully linked layers. Tese new fully
connected layers were taken out and replaced with thick
layers to sort MRI brain tumors into groups for this work’s
current use of the updated VGG-16 model. It was necessary
to tune the model before it could connect all of its layers. To
stop the ResNet-50 model from ftting too well, batch

Select a Classifcation 
Method Train your Classifer Measure Classifer

Accuracy

Simplify your Model

Figure 6: Te block diagram of the classifcation process.

Table 1: Detailed explanation of the 1D CNN architecture.

No. of layers Names Explanation
1 Inputs Depends on the input with “zero center” normalization
2 Layer 1 20 convolutions layers of size 7 with (1) paddings same
3 Batch normalization 1 Batch normalization 1
4 ReLU, clipped ReLU activation with clipped ceilings at 5
5 Dropout Dropout 50%
6 Layer 2 20 convolutions layers of size 9 using (1) length, “same” padding
7 Batch normalization 2 Batch normalization 2
8 Leaky ReLU ReLU with a leaky scale of 0.01
9 Layer 3 30 convolution layers of size 5 with (1) stride, “same” padding
10 Batch normalization 3 Batch normalization 3
11 Softmax activation function Softmax
12 Dropout Dropout 50%
13 Layer 4 10 convolution layers of size 3 with (1) stride, “same” padding
14 Batch normalization 4 Batch normalization 4
15 ReLU ReLU
16 Completely connected frst 60 layers connected
17 Completely connected second Two layers that are fully connected
18 Softmax activation function Te last fully connected layer’s activation function
19 Classifcation layer Te output

8 Applied Computational Intelligence and Soft Computing
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normalization and maximum pooling were added as layers
on top of the levels of complexity that had already been
learned.Tere are 50 levels in the ResNet-50 network, which
is used to sort the frst group. All but the last layer of the
ResNet model were set to be frozen. Tis was done so that
weights gained from earlier data could be used to train new
features and sort ECG beat patterns into groups. Tere is
a 1000-way software predictor, fve convolution layers, one
top layer, and three fully linked layers that makeup AlexNet.
For a binary classifcation task, the model was trained for 100
iterations, and for a multiclass classifcation task, it was
trained for 30 iterations. Te Matplotlib tool was used to
make graphs of the measures that were found. Figure 9
shows how the suggested method would be used.

Te authors fxed the frst convolutional and pooling
layers for all three models. Tat most probably meant that
the following were supposed to learn how to detect generally
useful features of the image—common other tasks in image
classifcation: edges, textures, and shapes.

3.2.1. Modifcation and Fine-Tuning. We fne-tune the fnal
layers of more task-specifc models given to the problem of

brain tumor classifcation. All of this usually translates to
replacing the last fully connected layers with new layers that
have the same number of output classes (e.g., diferent types
of tumors).Ten, someMRIs with classifed tumors are used
to train the modifed models from scratch, where new layers
are added, frozen, or fne-tuned at a lower learning rate to
generalize the features with respect to MRI images.

3.2.2. Specifc Task Adaptation. Modifed networks learn
fromMRI images to recognize what features belong to which
type of brain tumor. Tey are learned through training by
changing the weight of networks according to features that
could be extracted from MRI images using the labeled
dataset. Utilizing transfer learning techniques with models
such as VGG-16, ResNet-50, and AlexNet reduces the
training time required for models of deep learning and
provides still accurate and efcient classifcation of brain
tumors from MRI images with reduced computational re-
sources that researchers usually have. Tese are of major
advantage for two reasons: frst, brain tumor imaging is
complicated, and secondly, because large labeled MRI
datasets are relatively rare.

Result

Dataset

Pre-Processing

VGG-16 ResNet50 AlexNet

Vote 

Figure 8: Te block diagram of the Ensemble transfer learning classifcation process.

MRI
Image

Acquisition 

Convolutions

4 Classes

Pr
ep

ro
ce

ss
in

g
1D CNN Model

Fully Connected (1,2)

Output
1D CNN

Figure 7: 1D CNN model proposed technique.
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Tis paper, therefore, employs a comprehensive set of
performance evaluation measures to evaluate the efcacy
and accuracy of segmentation of this challenging set of
images. For this reason, the measures are of immense im-
portance in ascertaining the accuracy of the segmentation
process and accuracy of classifcation models (1D CNN,
transfer learning models which include VGG-16, ResNet-50,
and AlexNet). Tese performance measures used in this
research include the following:

Accuracy: Te number of correct predicted instances
divided by the total instances. Tis is important in
understanding how efcient the classifcation algo-
rithms are in general.
Precision: It is also known as positive predictive value,
and it refers to the measure of the ratio of correctly
predicted positive observations to all observations that
were predicted to be positive.Terefore, if the precision
is high, it translates to low numbers of false positives.
Tis is very key in medical imaging for the reduction of
false alarms.
Recall (sensitivity): It tells what proportion of actual
positives was identifed correctly. In the case of brain
tumor detection, high recall is very essential since most
of the malignant tumors need to be correctly identifed.
F1-score: Te F1 value in the F1-score is basically the
harmonic mean of precision and recall. It tells us that
the F1measure is useful when the distribution of classes
has an imbalance and refects equal weightage of
precision and recall.
Specifcity: Tis shows the proportion of actual nega-
tives that are correctly identifed. High specifcity will,
therefore, mean its prediction that the model is good at
correctly identifying those patients who do not have
a brain tumor.

4. Results and Discussion

To ensure equitable distribution, each category will initially
contain 912 images, with the dataset separated into 80% for
training and 20% for testing. To determine the beginning

weights of the classifer, they make use of a random gradient
descent technique that has a velocity of 0.9 [29]. For this
investigation, a Lenovo computer equipped with a 1.90GHz
central processing unit (CPU) and a 10th generation Intel
Core i5 10400 processor is used. Tis machine, which has 16
gigabytes of random access memory (RAM), has Windows
loaded on it—the programming language known as Python
was used in the process of creating this model. Tools for deep
learning are used by the Python 3.9.10 framework to con-
struct and test models. An initial learning rate of 0.001 is
seen at the beginning of the instructional procedure.Tere is
a 0.1-point decrease in the value for every seven periods.
After a total of 25 epochs, training becomes complete when
the model reaches a consensus. During the training process,
the authors make use of techniques that are referred to as
“data augmentation” to cope with the limited quantity of
information that is accessible. Tis enables the model to
react well to novel circumstances. Several typical image
modifcations are included in the training set. Tese mod-
ifcations include rotating the image by sixty degrees and
spinning it randomly in both the horizontal and vertical
axes. Te characteristics were extracted hierarchically, be-
ginning with the input layer and working their way up
through the buried layers until they reached the fnal
classifcation output layer. Te image that was supplied was
altered in terms of its quality so that it would conform to the
specifcations of the model. When the learning rate was
increased, the process of learning proceeded more quickly.
When it comes to classifcation jobs, the completely con-
nected layer is responsible for transforming the shape of the
feature map into the required shape. A further step in the
process of multiclass classifcation is the activation function.
Te cost of the model that has already been trained is re-
duced by the use of a cost function that is referred to as
continuous cross-entropy. Choosing the meta-parameters of
our strategy was made easier by the use of an algorithm.
When compared to all of the many optimization strategies
that were investigated, the RMS prop produced the best
results.

It is not the same thing to evaluate the accuracy of the
models that have been gathered. Te lowest degree of ac-
curacy that AlexNet can achieve is 85.6%, whereas the
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Figure 9: Accuracy of the Ensemble model.
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maximum level of accuracy that ResNet-50 can achieve is
99.16%. As can be seen in Figure 8, VGG-16 accurately
predicted the outcome 96.51% of the time. Te decision tree
(DT) model indicates that there is 89.21% truth in it. It is
estimated that the random forest (RF) model is accurate
ninety-fve percent of the time. It is shown in Figure 10 that
the convolutional neural network (CNN)model is capable of
achieving an accuracy of 96.3% without the need for any
external tools. On average, the best audit fndings are
provided by average numbers. Te categories are shown in
the table. Twenty percent of the data will be saved for testing,
while eighty percent will be used for training.

Table 2 presents a comparative analysis of diferent
machine learning and deep learning models used for
detecting brain tumors. Te models evaluated include
multilayer perceptron (MLP), Naive Bayes [12], deep neural
network (DNN) [17], decision tree classifer (DT), random
forest (RF), convolutional neural network (CNN) 1D, an
ensemble model, MGMT-PMP system+RA [30], and
UL-BTD [32]. Te ensemble model achieves the highest
accuracy at 99.16%, suggesting that it is the most efective
model for this task. Following closely are MLP and UL-BTD
with accuracies of 98.6% and 98.46%, respectively. Te
decision tree classifer shows the lowest accuracy at 89.21%,
indicating that it is less reliable compared to the other
models. Te ensemble model demonstrates exceptional

performance with a sensitivity of 98.47% and specifcity of
98.57%. Tis indicates that the ensemble model is highly
efective at correctly identifying both tumor cases and
nontumor cases. Random forest also performs well, with
a sensitivity of 90.94% and specifcity of 95.58%, making it
a robust alternative. Te ensemble model again stands out
with a precision of 98.74% and recall of 98.49%, showcasing
its robustness in accurately identifying true positive cases. In
contrast, the decision tree classifer has lower precision
(79.52%) and recall (75.03%), indicating a higher number of
false positives and false negatives. Te ensemble model
achieves the highest F1-score at 98.18%, followed by CNN
1D at 97.35% and random forest at 96.52%.Te decision tree
classifer, with an F1-score of 90.04%, shows that while it
performs adequately, it is not as efective as other models in
balancing precision and recall.

5. Conclusion

Rapid diagnosis in brain tumor conditions is vital for po-
tentially saving lives, a principle that underscores our re-
search. Our ensemble deep learning model demonstrates its
potential for lifesaving applications by providing faster and
more accurate diagnoses. Diferent from other models due to
its complex architecture that uses multiple convolution
techniques in each layer, this model excels in processing and
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Figure 10: Accuracy of the CNN 1D model.

Table 2: Comparison of the proposed models.

Method Accuracy (%) Sensitivity Specifcity Precision Recall F1-score
MLP [12] 98.6 — — — — —
Naive Bayes [12] 97.6 — — — — —
DNN [17] 96.97 — — 97.0 97.0 97.0
Decision tree classifer (DT) 89.21 75.02 92.25 79.52 75.03 90.04
Random forest (RF) 90.54 90.94 95.58 92.39 90.98 96.52
CNN 1D 96.3 95.85 96.57 94.35 94.25 97.35
Ensemble model 99. 6 98.47 98.57 98.74 98.49 98. 8
MGMT-PMP system+RA [30] 96.94 — — — — 0.96
UL-BTD [32] 98.46 — — — — —
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classifying complex medical data. Our approach involves
training on a diverse set of classes, utilizing neural networks
to categorize medical imagery efciently. Te ensemble
model, in particular, showcases superior performance,
demonstrating signifcant progress despite the challenges of
classifying multiple diseases. By adding more data,
extending training durations, and fne-tuning several pa-
rameters like learning rates, epochs, hidden classes, and
activation functions, we have seen marked improvements in
outcomes. Our fndings, through comprehensive testing
across various performance metrics, reveal that our model
surpasses traditional methods in accuracy, sensitivity, and
specifcity, afrming its value in real-world medical appli-
cations. Tis advancement signals our commitment to en-
hancing diagnostic processes, ultimately aiming to improve
patient outcomes in the battle against brain tumors [49–52].
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